Parallel implementation of the equation-of-motion coupled-cluster singles and doubles method and application for radical adducts of cytosine
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The equation-of-motion coupled-cluster singles and doubles (EOM-CCSD) method has been implemented into the massively parallel ACES III program using two alternative strategies: (1) storing the entire EOM Hamiltonian matrix prior to diagonalization and (2) recomputing the four-virtual part of the matrix from integrals in a direct mode. The second is found to be far more efficient. EOM-CC shows virtually ideal scaling from 32 to 256 processors. With basis sets as large as 552 functions, the program was applied to determine vertical excitation energies for five cytosine radical adducts of –OH and –H at three sites C5, C6, and N3. These radicals are considered to play an important role in radiation induced DNA damage. The excitation energy spectrum shows two distinct patterns for the lowest transitions distinguishing the C6–OH, C6–H, and N3–H adducts from the C5–OH and C5–H. The results indicate that the two lowest transitions of the C6–OH isomer should contribute to the experimentally observed absorption maximum at 2.88 eV, while the third and fourth transitions of C6–OH and the two lowest transitions of C5–OH contribute to the 3.65 eV absorption maximum. We also report the CCSD with noniterative triples correction [CCSD(T)] relative energies of the C5–OH and C6–OH adducts using 1000 processors.

© 2009 American Institute of Physics. [DOI: 10.1063/1.3091293]

I. INTRODUCTION

Radicals formed by radiation processes attack DNA, causing damage to occur during mutagenesis, carcinogenesis, and aging. One of these radicals is OH, which damages DNA by its addition to nucleobases. Another process leading to DNA degradation is connected with the formation of hydrogen adducts of nucleobases. The identification and elucidation of nucleobase radical formation are critical to understanding issues pertaining to radiation exposure of DNA.

The present work, to the best of our knowledge, is a first study of the equation-of-motion coupled-cluster (EOM-CC) method applied to open-shell derivatives of nucleobases. Previous EOM-CC applications studying this subject dealt with closed-shell systems.5,6

The ground state of cytosine OH adducts has been studied experimentally,7–9 providing some information about the relative stability of the isomers. However little data have been provided about the excited state properties of the cytosine radicals, though there are experimental studies reporting the spectra of cytosine OH adducts.10–12 Both the stability of the isomers and the assignment of the observed spectra are crucial for the identification of the isomer, which is required to assess the mechanism and extent of DNA damage. Since the experimental investigations cannot fully explain the problem, theoretical results become a valuable source of information.13–16 Theoretical studies are even more important for the H cytosine adduct since there are only a limited number of experimental studies.17–19 Some of the issues concerning hydrogen adducts can be found in the literature.15,19–22

The ground state equilibrium structures are determined at the second-order many-body perturbation-theory [MBPT(2)] level. The electronic structure of the ground and excited states of the cytosine radicals is studied by the CC singles and doubles (CCSD),23–25 CCSD with noniterative triples correction [CCSD(T)] (Ref. 26), and EOM-CCSD (Ref. 27) methods. Besides applying EOM-CCSD to the cytosine H and OH adducts, these prototypical calculations, the largest of which employs 552 molecular orbitals and has no symmetry, serve to assess some performance aspects of the new parallel EOM-CCSD implementation in ACES III. The scalability of the program is gauged in the range from 32 to 256 processors, and timings of various size computations are reported. The program is coded in the superinstruction assembly language (SIAL) (details of the SIAL language and the execution of the SIAL program can be found in Ref. 28) as a part of the ACES III package.

II. THEORY AND COMPUTATIONS

The EOM-CC method forms the excited state wave function \( \Psi_k \) as

\[
\Psi_k = R_k e^{T} | \phi_0 \rangle.
\]

Both \( R_k \) and \( T \) operators define the relation between the reference function \( \phi_0 \) and the set of determinants \( \{ \Phi \} = \{ \phi_1, \phi_2, \ldots, \phi_n \} \).
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It is assumed here that $T$ and $R$ operators are defined within the same carrier space, as is the case in the majority of EOM-CC applications. However, in some variants of the EOM-CC method the basis of one operator differs from the basis of the other operator by a number of functions.\cite{28,30}

After left-multiplication by $e^{-T}$, the Schrödinger equation for the $k$th excited state becomes

$$\tilde{H}R_k|\phi_0\rangle = E_k R_k|\phi_0\rangle,$$

where the similarity transformed Hamiltonian $\tilde{H} = e^{-T}He^{T}$ is constructed using the $T$ operator determined from the set of nonlinear CC equations,

$$\langle \phi_0 | \tilde{H} | \phi_0 \rangle = 0.$$

Projected from the left onto the $\{\Phi\}$ space, Eq. (3) takes the form of the eigenvalue problem

$$\tilde{H}R_k = E_k R_k,$$

which one may transform so that the eigenvalues become the energies of the electron excitations from the reference level $\omega_k = E_k - E_0$,

$$(\tilde{H} - E_0)R_k = \omega_k R_k.$$

Since $\tilde{H}$ is a non-Hermitian operator, its left-hand eigenvector is different from the right one, and the analogous eigenvalue equation needs to be solved whenever information about the left-hand eigenvector is required, typically for properties

$$L_k(\tilde{H} - E_0) = \omega_k L_k.$$

The left- and right-hand eigenvectors, although different, are chosen to be biorthogonal,

$$\langle L_j | R_k \rangle = \delta_{jk}.$$

If the reference function is a single determinant, the basis $\{\Phi\}$ consists of the determinants created by interchanging some number of the occupied orbitals of the reference function by the unoccupied ones, which creates singly, doubly, and up to $n$-tuply excited determinants. The EOM-CCSD approximation limits the basis to singly and doubly excited configurations.

In the actual implementation of the EOM-CCSD method the diagonalization of the $\tilde{H}$ matrix is performed by a generalization of the Davidson diagonalization algorithm\cite{31} to nonsymmetric cases.\cite{32} The algorithm provides a number of the lowest solutions for the large matrix eigenvalue problem (the rank of the largest matrix diagonalized in the present study is approximately $5 \times 10^9$). The diagonalization scheme does not require creating the entire $\tilde{H}$ matrix but only the product between $\tilde{H}$ and an approximate vector $R_k$. This enables a formulation of the EOM-CCSD equations that avoid directly creating the expensive three-body elements of $\tilde{H}$. For the same reason, the four-virtual elements of the similarity transformed Hamiltonian, which are the most numerous, can be constructed directly from atomic orbital integrals at every EOM iteration, as opposed to constructing the four-virtual $\tilde{H}$ elements from the molecular orbital integrals only once and storing them. Although the former strategy requires a larger number of floating-point operations, it reduces the storage significantly and, as shown in the subsequent part of the paper, increases the efficiency for large-scale computations. Both types of managing the four-virtual $\tilde{H}$ have been implemented and tested. The diagonalization algorithm applied requires assuming some value of a $R_k$ vector at the first iteration. In the present implementation configuration interaction singles (CIS) vectors are used as the initial guess. The Hermitian CIS eigenvalue problem is solved by the Davidson procedure.

The C6 and C5 isomers of the OH cytosine adduct and the N3, C6, and C5 isomers of the H cytosine adduct are considered. Even though the OH and H additions to cytosine lead to more adducts than the ones considered here, theoretical results find that the other isomers have much higher energies\cite{16,21,22} and, thus, are not expected to be formed in quantities large enough to contribute to the spectrum of a specific adduct. The equilibrium ground state geometries are optimized at the MP2 level with the POL1 basis set\cite{33} using the ACES III program package. The optimization is performed without any symmetry constraints and correlates all electrons. Using the obtained geometries, vertical excitation energies for all adducts are computed with the POL1 basis set. For the OH–C6 and H–N3 cytosine adducts excitation energies are also calculated with the aug-cc-pVTZ basis set.\cite{34,36} The core electrons are frozen in all EOM-CCSD calculations. The unrestricted Hartree–Fock (UHF) reference function is used in the geometry optimization and EOM-CCSD calculations.

III. RESULTS

A. Parallel implementation

One of the performance aspects discussed in the present paper is the time for calculations. In Table I timings for the four computational problems of different sizes are collected. They correspond to vertical energy calculations for the H adduct with the POL1 basis set, OH adduct with POL1, H adduct with aug-cc-pVTZ, and OH adduct with aug-cc-pVTZ, respectively. Timings are calculated as the ratio of the total time of the $\tilde{H}$ diagonalization to the number of iterations required in the diagonalization. They do not include the

<table>
<thead>
<tr>
<th>$N_{\text{occ}}$</th>
<th>$N_{\text{tot}}$</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>22</td>
<td>246</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>270</td>
</tr>
<tr>
<td>3</td>
<td>22</td>
<td>506</td>
</tr>
<tr>
<td>4</td>
<td>25</td>
<td>552</td>
</tr>
</tbody>
</table>

*The result obtained with a version of the program that avoids the storage of the four-virtual elements.*

**The number of correlated occupied orbitals.**

*The total number of correlated orbitals.*
Taking into account that up to 192 processors the scaling for all points but one is virtually perfect, it is very likely that the deviation for 96 processors was caused by a fluctuation in the machine performance, which became more efficient during the 96 processor calculations. The increase in the calculation time for 256 processor computations results from too small a size of the computational problem to keep all 256 processors busy.

B. Relative energies of isomers

The structures of the cytosine molecule and five cytosine adducts are shown in Fig. 2. The MBPT(2) optimized geometry of the cytosine molecule was already published by Sponer and Hobza. Since the largest basis sets used there are expected to yield similar accuracy as our computations, the main goal of the cytosine calculations is to verify the accuracy level by comparison with the experimental data, which are not available for cytosine adducts. It should be noted that the experimental data, consisting of the bond lengths and angles between heavy atoms, are obtained by analysis of the x-ray determined structures of 14 compounds containing cytosine, thus, good agreement with the values computed for the cytosine molecule in a vacuum is not expected. The average of absolute deviations from the experimental values is equal to 0.019 Å for the MBPT(2)/POL1 study. The analogous values are equal to 0.014 and 0.018 Å at the multiconfiguration self-consistent-field (MCSCF/CEP-31G) (Ref. 15) and density-functional theory [DFT/B3LYP/6-31+G(d,p)] (Ref. 21) levels of theory, respectively.

The comparison of the structural data provided by the EOM method with other theoretical results shows that DFT values are more consistent with EOM than are the MCSCF data. For both OH isomers the average of the absolute discrepancies between the MCSCF and EOM-CCSD values is equal to 0.011 Å. The same values for the DFT/UB3LYP/6-31G(d,p) study of Ji et al., where only a limited number of parameters are cited, are equal to 0.005 and 0.006 Å for the C6 and C5 isomers, respectively. The MCSCF geometries of H adducts deviate from MBPT(2) results by 0.021, 0.013, and 0.014 Å for the N3, C5, and C6 isomers, respectively, with DFT results being closer to the MBPT(2) ones. The average values of the absolute deviations between MBPT(2) and the results provided by the DFT study of Turecek and Yao and DFT/B3LYP/DZP++ results of Zhang et al. fall between 0.003 and 0.008 Å.

For the relative stability of the isomers, the MCSCF/CEP-31G (Ref. 15) and DFT/UB3LYP/6-31+G(d,p) (Ref. 16) results determine the C6–OH isomer to be more stable than the C5 one (19 and 5.3 kJ/mol, respectively). The experimentally observed preference of the OH addition to the C5 site suggests the presence of a small energy barrier for the C6 addition, whereas the C5 addition has no such barrier. CCSD/POL1 energies calculated at MBPT(2) optimized geometries show a negligible energy difference between the C6 and C5 isomers of −0.6 kJ/mol. Because of such a small energy difference we have performed additional calculations in order to determine the impact of the basis set.

CC ground state and CIS calculations, and the $\bar{H}$ construction: the performance of the CC code is discussed elsewhere, and the CIS calculations and $\bar{H}$ construction are not rate determining factors as they take only a fraction of the total EOM-CCSD time. If more than one calculation of a particular size is performed, the corresponding timings are averaged.

An interesting aspect can be seen if one compares the two largest calculations performed with different variants of the program. If both calculations are performed with the same program, the timing ratio would be expected to be about 2. In fact, the obtained ratio is equal to 7.2, which indicates that the variant of the EOM-CCSD program used in the second case is faster by about 3.6. Hence, the version of the EOM-CCSD program that avoids storing any four-virtual elements is far more efficient, although it seems to be more computationally demanding due to the larger number of floating-point operations required. Such performance results from the large cost of I/O operations when there is an imbalance between the amount of I/O and computations. Evidently, this pertains to the EOM-CCSD calculations with the aug-cc-pVTZ basis set, which employ a large number of virtual orbitals and require creating a large number of four-virtual integrals and $\bar{H}$ elements. For such a case increasing the amount of computations and decreasing the intensity of I/O by computing the same terms many times compared to computing them only once and retrieving them from the disk when needed help to achieve better performance.

Figure 1 presents timing results for the OH cytosine adduct with the POL1 basis set. The dimension of the computational problem is 25 occupied and 245 virtual orbitals. The timings presented are obtained using 32, 64, 96, 128, 192, and 256 processors, which permit a comparison with ideal scaling. The points obtained for 64, 128, and 192 processors show almost ideal scaling (98%, 98%, and 100% of the ideal time, respectively). The time for the 96 processor calculations is shifted into the superscaling region (87% of the ideal time), and the time for the 256 processor calculations is placed in the normal scaling region (112% of the ideal time).
quality and correlation treatment on the relative energies of the isomers. The results are presented in Fig. 3. They indicate that an improvement in the calculations from MBPT(2) to CCSD and CCSD(T), and basis set from POL1 to aug-cc-pVTZ, has little effect on the energy difference. All values predict the C6 isomer to be slightly more stable with values oscillating between 0.6 and 3.1 kJ/mol. Such small differences are likely to have a much smaller influence on the adduction preference than other thermodynamical factors, which can cause the C5 adduction to be favored. These CC results agree better with the DFT/B3LYP/6-31+ +G(d,p) (Ref. 16) study than with the MCSCF results. In the case of the CCSD(T) calculations using the aug-cc-pVTZ having 552 functions, ACES III took 7500–8400 s for CCSD with 1000 processors, while (T) took about 28 000 s.

The N3–H adduct has the lowest energy among the H cytosine adducts with the C5 and C6 isomers located 17.0 and 31.8 kJ/mol above it, respectively. However, while all other methods show that the N3–H adduct is the most stable, the energy differences are larger than those calculated by the EOM-CCSD method. MCSCF results locate the C5 and C6 isomers, respectively, 26 and 24 kJ/mol above the N3 one. In this study the C5 adduct is more stable than the C6 one, unlike in all other theoretical studies. The DFT/B3LYP/6-31+ +G(d,p) calculations of Turecek and Yao21 yield the relative energies of the C5 and C6 isomers with respect to the N3 isomer equal to 31 and 37 kJ/mol, respectively, while the corresponding DFT/B3LYP/DZP + results of Zhang et al.22 give 26.4 and 35.1 kJ/mol.

C. Numerical results for excited states of cytosine adducts

Vertical excitation energies calculated with the EOM-CCSD method are presented in Table II. For each isomer the excitation energies to the five lowest excited states are reported. All these states are doublets. In order to get more insight into the intensity of transitions considered, the oscillator strengths are computed using the CIS method with POL1 basis set. Since all excited states considered are singly excited character states, CIS approximation is expected to...
provide qualitatively correct results for transition moments. In all calculations the UHF reference function is used. At the SCF level, the largest spin contamination occurs for the N3–H adduct, where the $S^2$ expectation value is equal to 0.93. For the other radicals the $S^2$ expectation value oscillates between 0.77 and 0.83. Such a nonsignificant spin contamination of the ground states, which is subsequently extensively reduced by the CCSD correction, is not expected to introduce errors larger than 0.1 eV at the EOM level.

Let us focus on OH adducts first. For the C6–OH isomer, oscillator strengths indicate that the two states are of greatest interest. These are the first and fourth excited states having oscillator strengths equal to 0.081 and 0.009, respectively. The lowest one arises by exciting an electron from the highest occupied beta-spinorbital into the lowest unoccupied beta-spinorbital. The fourth excited state has more diffuse character. The leading configurations are formed by exciting an electron into the lowest unoccupied beta-spinorbital from orbitals lying below the highest occupied orbital. Three excited states of the C5–OH adduct are expected to have considerable intensities. The first, second, and fourth excited states have oscillator strengths equal to 0.021, 0.009, and 0.036, respectively. For all these states an electron is promoted from the singly occupied orbital.

The effect of improving the basis set quality turns out to be relatively small. The excitation energy differences between the aug-cc-pVTZ and POL1 basis sets for the three lowest excited states of the C6–OH adduct are equal to 0.04, 0.00, and 0.06 eV, respectively. The tendency to increase the excitation energy with improving basis set is consistent with the MCSCF results. MCSCF excitation energies increase by a value between 0.11 and 0.34 eV when the DZ basis set is replaced by POL1.

The comparison of EOM-CCSD results with the experimental data, which is possible for the OH adducts, has to be conducted carefully since the experimental absorption spectrum is measured in a water environment. The two experimental broad absorptions have their maximum peaks at 2.88 and 3.65 eV. Krauss and Osman attempted to assign the calculated vertical excitation energies to the observed absorptions by computing the oscillator strengths and dipole moments of some excited states. Dipole moment calculations are used to estimate the blueshift in water. Their results predict that the two lowest transitions of the C6 isomer contribute to the lower energy absorption, while the third transition of the C6 isomer and the two lowest transitions of the C5 adduct contribute to the second absorption. The MCSCF blueshifts for the C6–OH isomer indicate that the average blueshift is equal to about 0.05 eV and predict that the second excited state is the dominant contributor because of its larger oscillator strength. Our calculations identify the first transition as the dominant one since the CIS oscillator strength is 0.081 for this state, as opposed to 0.003 for the second one. The MCSCF results predict the second transition of the C5 adduct as the main contributor to the second absorption. Four EOM states of the OH adducts are located in the region of the second absorption peak. These are the third and fourth states of the C6–OH adduct and the first and second states of the C5–OH isomer. Among these states, the first and second states of the C5–OH isomer and the fourth state of the C6–OH adduct have considerable oscillator strengths. The excitation energy of the second state of C5–OH isomer, after assuming 0.1 eV blueshift, is located about 0.5 eV above the experimentally observed peak; the two other excitation energies are much closer to the experimental value. Thus, EOM-CCSD results agree with MCSCF data that the first absorption of the C5–OH isomer (which appears as the second one in MCSCF calculations) is dominant but also point out that the fourth excited state of the C6–OH radical contributes to the second experimentally observed absorption.

### TABLE II. Vertical excitation energies (in eV) for cytosine H and OH adducts; the MBPT(2)/POL1 optimized geometry is used.

<table>
<thead>
<tr>
<th>Isomer</th>
<th>Method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>OH–C6</td>
<td>EOM/POL1</td>
<td>2.63</td>
<td>2.92</td>
<td>3.39</td>
<td>3.64</td>
<td>4.62</td>
</tr>
<tr>
<td></td>
<td>EOM/pVTZ+</td>
<td>2.67</td>
<td>2.92</td>
<td>3.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OH–C5</td>
<td>EOM/POL1</td>
<td>3.71</td>
<td>4.00</td>
<td>4.32</td>
<td>4.47</td>
<td>4.50</td>
</tr>
<tr>
<td>H–C6</td>
<td>EOM/POL1</td>
<td>2.87</td>
<td>3.05</td>
<td>3.33</td>
<td>3.79</td>
<td>5.23</td>
</tr>
<tr>
<td>H–C5</td>
<td>EOM/POL1</td>
<td>3.56</td>
<td>3.75</td>
<td>4.30</td>
<td>4.51</td>
<td>4.66</td>
</tr>
<tr>
<td>H–N3</td>
<td>EOM/pVTZ+</td>
<td>2.94</td>
<td>2.97</td>
<td>3.39</td>
<td>3.99</td>
<td>4.03</td>
</tr>
<tr>
<td></td>
<td>EOM/POL1</td>
<td>2.98</td>
<td>3.14</td>
<td>3.56</td>
<td>4.14</td>
<td>4.15</td>
</tr>
</tbody>
</table>
The excited states of C6–H radical of considerable oscillator strength are similar to the C6–OH ones. They also involve excitations from the highest beta-spinorbitals. The C5–H and N3–H adducts exhibit the largest oscillator strengths for the first and fifth excited states. Their leading configurations resemble those of C5–OH radical as the excitations from the singly occupied orbital are engaged.

The comparison of vertical excitation energies of the three H adducts shows that the distribution of excited state energy levels for the C6–H and N3–H adducts is similar to the C6–OH isomer. Interestingly, for N3–H radical this similarity is not reflected by the excited states themselves, which are resembling the C5-H and –OH isomers. The similarities can be observed between both excitation energies and wave functions of the C5–H and C5–OH radicals. This is consistent with theoretical anticipation based on the analysis of the structures and bond types, which leads to the conclusion that C6–OH, C6–H, and N3–H adducts should possess lower lying excited states than the C5–OH and C5–H adducts.15

EOM-CCSD calculations support the observation of Krauss and Osman15 that the similarity in the distribution of excited state energy levels makes it very difficult to distinguish the corresponding OH and H adducts by the analysis of the spectra. For the C5–H and –OH adducts, the first and fifth transitions have significant oscillator strengths of about 0.02 and 0.03, respectively. The differences in excitation energies between the corresponding states are smaller than 0.2 eV. The lowest transitions of the C6–OH, C6–H, and N3–H adducts, all of them of substantial oscillator strengths, are also located very close to each other (2.63, 2.87, and 2.94 eV, respectively). Larger differences can be observed for the second absorption of a considerable oscillator strength. These are the fourth state of C6–OH, the third state of C6–H, and the fifth state of N3–H, which have excitation energies equal to 3.64 (0.009), 3.33 (0.012), and 4.03 eV (0.038), respectively, with the oscillator strengths given in parentheses.

The differences between the POL1 and aug-cc-pVTZ basis sets computed for the N3–H adduct are larger than the corresponding values calculated for the C6–OH adduct. The energy is also increased, but the effect is larger, with the average differences being equal to 0.13 eV. The largest discrepancies between the MCSCF and EOM-CCSD methods occur for the C6–H adduct where the MCSCF method overestimates EOM-CCSD values by 0.36 and 0.39 eV for the two lowest excited states, respectively. For the N3–H isomer the MCSCF energy also overestimates the corresponding EOM-CCSD value, while for the C6–H adduct all results but one are underestimated.

IV. CONCLUSIONS

Results of the EOM-CCSD ACES III parallel implementation show performance that encourages further applications and developments. The calculations using 32, 64, 96, 128, 192, and 256 processors determine the scaling of the program, which appears to be very close to ideal. The performance of calculations involving 506 molecular orbitals indicates that carrying out 100 iterations, which usually allows convergence from 5 to 6 eigenstates, takes 17.5 h on 256 processors. These observations create an opportunity to apply the EOM-CCSD method to much larger systems than was possible before and, thus, allow for excited state CC calculations for molecules of biological interest.

The first application of the program is the study of vertical excitation energies of the five most important cytosine radicals involved in processes of DNA damage. These open-shell molecules have no symmetry to simplify the calculations. Our computations, which employ larger basis sets than the preceding studies, provide data that in many points are consistent with previous experimental and theoretical findings. In some cases, as the relative stability of OH adducts, or the assignment of the second absorption, our results differ from the previous ones.
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